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There is nothing new in the idea of using graphic methods for analyzing various

forms of mgthematical relationships, Students of analytic geometry have been
doing that for centuries. A method of graphic analysis of multiple correlations

' was described many years ago by Dr. Louis Bean, and has been called the "Bean

| | method,” mirls method has been critiolsed by some mathematical statisticians, but
{ bas proved 1ts usefulness in many places as a convenient working tool in studying

mltiple correlations. It is this method that is now to be explained.

o,

This method of graphic analysis can be used with either linear or curvilinear
relationships. We shall start out with a very simple example of linear relation-
ship, with data constructed in such a way as to be readily proved mathematically.

It should be kept in mind that this method is d¢signed to analyse relationships
which are additive, such as would be shows by an equation of the type:

8= ax+ by «os + o1

X, ¥ B, etc, The coefficients, a, b, o, etc., might be either positive or.
negative in value, but the values of the various independents must dbe combined
by addition or subtraction, rather than by myltiplication or division, if the
"Bean method" is used for the analysis. “Another graphic method is available for
analyzing relationships that are maltiplicative,

Vhere § 1s the dependent variable correlated with a series of independent variables:

', To begin with, suppose we construct a very simple set of data from the eguation:
&g 8= ax + by
\.’ Suppose we let a and b each equal "1,"

Take the following, which we know are true;

3

Observation : § 2 x 3 Y
a 9 2 7
b 10 4 6
c 10 9 1l
d 15 9 6
e 10 2 8
f 17 9 8
g 11 8 5

In each case it is apparent that "S" is the arithmetic sum of "x" and Tyt QOur
prodblem is to compute "S" graphically when x = 7 and.y = 4,

is to plot the dependent, ®S*, on the nY", or vertical axis, against one of the
independents on the "X", or horizontal axis. In the present case it makes no
difference whether we use "x" or "y" on the first chart.

% The data are to be plotted on ordinary "Cartesian" graph paper. The first step

Chart 1, shows the result of plotting "S" vs %x" in this manner. Each observation
is labelled so that its identity is retained.
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The next step is to write in the value of Uy" on the dot where each observatioh
is located on Chart 1; A convenient way to do this is to write the "y% values
on transparent paper, placed over the Chart. See "Cover sheet l.%

The next step is to locate a regression line which will take into consideration
both the pattern determined by "x" and the values recorded for "y." The most
important consideration in locating this line is to give it the correct angle,

or "slope.® It 1s not essentisl that it go through the data as a "line of fitf,
although when we come to curvilinear relationships we will find it helpful to

do this, so far as possible. "e might say that the objective is to locate a line
that will divide the observations on the chart in such a way that the highest
values of fy" will be on one side, the lowest values on the other side, and the
intermediate values (so far as possible) are proportionately distant from the
line. All these "distances" are to be measured in a vertical direction.

The first step in locating the slope of this line is to draw preliminary lines
connecting identical values of %y." In the present case we have two "y" observa-
tions of "8." o connect these with a straight line. Ve have two more of 6"

~ which we also connect with a line. It is apparent that these two lines have

the same slope. It also is apparent that a line could be drawn through the chart,
with this slope, that would put the highest values of "y¥ farthest away on one
side, the lowest values farthest away on the other side, and the other values at
proportional distances from the line. 4 line on the slope thru the "6% observa-
tions meets this requirement.

Accordingly we draw the line on the indicated slope. This line is first drawn
on the thin cover sheet, and then transferred to the original Chart 1. Chart 1
then looks like "Chart 1, (comploted).® (Exocept for the explanatory brackets.)

On Chart 1 we now have a regression line that explains that part of "S" which
is due to Pz," The unexplained part of 78" (which we know to be due to "y") is
represented by distances, or residuals, marked "z", from the dots to the line,.
As said before, all residuals ars measured in a vertical direction.

In drawing Chart 2, to measure the influence of "y%, the first step is to draw
o horizontal base line, With this base as "O" the vertical scale on the chart
i measured "4 " ghove the line, and "—% below the 1line, using the same units
of measurement as were used for "S" on Chart 1. The values of "y" are measured
on the horizontal axis, and these are plotted against the respective residuals
from the regression line on Chart 1, as shown on Chart 2.

In the present case it is apparent that the dots fall on a straight line. This
line is drawn, and no further residuals remain to be explained.

Our original problem was to determine "S# when "x"= 7 and "y"s 4, neither of
which values occuss in our originsl data. On Chart 2, we find that the regression
line crosses the "y% value of 4 at a level of "=2%, on the scale of Z's. On
Chart 1, the line crosses the "x" value of 7 at a reading of "13," lMcasuring

two units down from tis line on Chart 1 we read 11 on the "S" scale. This is

the answer. Plain arithmetic tells us it is corrsct, because we lmow that 7

plus 4 does equal 11,
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Suggpestions. for Charting

At this point it may be well to mention an idea that has proved helpful in
transferring residuals from one chart to another. This can be done with dividers,
but a quicker and easier way is to use a small strip of paper, or a thin card,

On the edge of this strip of paper a distinctive mark of some kind is made, to be
placed at the regression line where the dot is to be measurcd. The measurement
from the line to the dot is then marked on the cdge of the strip. The strip is
moved along the lins and all residusls are measured in succession, before any

are entered on the next chart, This can be done quite rapidly, and the method
prevents accidentally plotting a residual on the wrong side of the base line,
wvhen 1t is plotted on the next chart. The measurements on the strip are also

in convenient form to use in case the sum of the squares of the residuals is to
be computed. The following sketch illustrates the procedure:

C4-C /

& Strip of paper

- Mark for base line

Another aimple,'but important, motter is that of labelling the dots on the charts.
Since the curves are to be determined by observation, 1t is important to avoid
optical illusions, 'hen figures or letters are placed alongside dots, the eye
naturally locates the position of the obserevation near the middle of the space
occupied by both the dot and the label, The following four dots are in a straight
line, but they appear to be on a curve, because of the way they are labelled:

: " % A N 1
On the other hand, the following dots are actually on a curve, but appear to be

on a straight linc:
/. / /v / '3 fy7i

This confusion can be avoided by placing the label for each dot in such a way
that the dot 1s near the center of the arca, like this:

lel fe2 /o3 ley or Iy 76l [e3 fod

VYhen two or three observations are identical, or nearly so, the labels need to be
arranged with this idea in mind, so far as possible, That can be done like this:

:-,’ or 12,03 or LY or iy ol
= ! of g 13

This piling up of observations is one reason why the present graphic method is
not sultable for analyzing very large samples,
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Problem 2 (Plate 2)

In our next problem we shall go one step further, and analyze a very simple linear
correlation with three independent variables. Again we shall use constructed
data, so that we can readily check the results, The data follow the equation:
S=ax+by+cm, where a, b, & ¢, each equal 1. The data are as follows:

Observation: S . X, B
10 11 2 7 2
11 16 4 6 6
12 11 9 1 1l
13 16- 9 6 1l
14 18 2 8 8
15 18 9 8 l
16 14 6 5 3
To find: 2 7 3 5

We start out as we did with Problem 1, plotting "s% vs "x,* (See Chart 3, Plate 26)
It is apparent from the scatter of the dots that no suitable "line of fit" could

be plotted through the data on this chart, without considering other factors. Ve
need to prepare a cover sheet for Chart 3, as in Problem 1, but we have two more
variables to be considered, instead of only one. V¥e have no way to be sure whether
- the sign between them is plus or minus, dbut we assume it must be one or the other
if we are to use this method of analysis. Accordingly we prepare two cover sheets
:E‘or Ghi.rt 3. On one we plot the sums of y<+4m, and on the other the differences

¥y~ me,

Cover Sheet "3" shows the sums, and the "3-a" ghows the differences betwsen #y®
and "m.," It is apparent that no suitable line can be constructed on Cover Sheet
3~a." On this sheet joining the identical observations ——- the fives and the
zoros ~—- gives two lines going in opposite directions. On Sheet 3, however, we
find that a sultable line is easy to draw. This line, joining Observations 10 and
15, is drawn on Chart 3. (See "Chart 3, completed,")

The residuals from the line on Chart 3 are plotted against "y" on Chart 4. Another
cover sheet (not shown) is made for Chart 4, with "m" entered on it, and Chart 5

is drawn in the same manner as Chart 2 in Problem 1, It is obvious that no
residuals remain.

To calculate S when X=7; y=3; and m=5, we follow the same procedure as we
did in Problem 1. On Chart 5, the value of "m" at 5 reads "2.," On Chart 4,
iy at 3 reads "-3." On Chart 3, "x" at 7 reads "16." Combining them:
16+2 - 3=15, This is the answer, which is easy to confirm by arithmetict
74+ 3+5=15,
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Multiple Curvilinear Relat ionships

So far we have dealt only with very simple linear relationships. There were
two reasons for doing this, First to demonstrate the procedure in a simple way,

and second to prove the validity of the method of using data easy to check.

Ordinarily there might be no particular advantage in using the graphic approach
with data having linear correlation, which can be analyzed readily and accurately
by standard mathematical methods. The graphic approach is helpful, however, even
in some cases where the relationships do prove to be linear = especially when
the number of observations is small,

4As the number of observations increases, the graphic procedure gets more and

more cumbersome, until it finally becomes impracticable. On the other hand,

with relatively small samples ——- less than about 40 or 50 — the graphic approach
has a degree of flexibility that can be very helpful, This is especially true

vhen dealing with time series ~—- where occurences not explained by the data at
hand may cause a few observations to be very erratic. Plotting the data graphically
does not explain such cases, but it does show them up clearly, whereas they can
easily be obscured and overlooked if the data are immediately thrown into a

standard mathematical analysis without study of individual observations.

It is when relationships are curvilinear that graphic analysis becomes most helpful.
However, when one departs from the rigidity of a straight line and assumes that

a curvilinear relationship exists, the very flexibility of the graphic method may
cause trouble. There is no end to the shapes that can be given to curves, and

for that reason the method itself has been attacked by some very able statisticians,

In the next probdlem, however, it will be demonstrated that the method is adapted
to analyzing curvilinear relationships even when they are determined by math-
ematically constructed curves —— and that reasonably simple curves can be
re—~constructed free~hand with fair accuracy, from a relatively small namber of
observations. '

Problem 3 (Plates 3 to 11)

This problem of curvilinear analysis is purposely restricted to & small number of
observations, to provide a very rigid test. To re-construct free-hand three
mathematically-computed curves of multiple relationship, from a total of only
uwelve observations, would seem to be a fairly strict test for any method, This
demonstration is not intended to encourage anybody to construct curves, nor

draw conclusions, from an inadequate sample. It is simply intended to demonstrate
297 %o use this method of analysis. One might well question the wisdom of drawing
conclusions from a set of curves derived from a sample containing only 12 obser—
vations, using 3 independent variables., In the present case, however, these 12
might be considered as constituting the universe, without sampling error, or bias
of any kind.

The data in the present problem could not possibly be analyzed properly by any
method of linear analysis, because the curvilinearity is very marked.



Multiple Curvilinea# Cdéffelation Analysis

Problem 3 Plate L
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Multiple Curvilinear Correlation Analysis

Problem 3 Plate 3
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The data to be analyzed are as follows::

Oﬁservation‘:‘ \ Y Xl X2 xs

10 123 50 6 33
n 30 14 24 5
12 36 33 80 18
13 3 B 66 47
14 66 29 17 8
15 65 11 1 15
16 29 40 55 75
17 13 6 46 65
18 64 21 21 25
19 63 61 36 72
20 14 7 80 55
21 37 23 51 62

In analyzing curvilinear relationships by the "Bean method" the general procedure
is essentially the same as we have just demonstrated in Problems 1 and 2 with
linear relationships. When we begin plotting curves, however, we have to do
considerable experimenting to determine the proper shape and position of each
curvey This gets much harder as the number of variables increases. The operation
c'aila' for drawing successive trial curves based on o study of the individual
obgservations, and the position of each observation as it appears on successive
charts,y The general idea is to so shape all the curves that the residuals from
the final curve will be reduced to a minimums

On Plate 3, Chart 6 shows the vaiues‘ of "Y' plotted vs xi.. As in Problem 2 a
Cover Sheet (6) was prepared, with the sums of Xp and Xz entered over the dots

on Chart 6+ (The Cover Sheet with values of Xy - Xz disclosed little relationship,
and is not shown.)

On Cover Sheet 6 the slope of relationship is not so clear as that which showed up
in Problem 2, on Cover Sheet 3; In dealing with curved relationships we may
expect them to be rather obscure on this first trial sheet ~-- because simple

addi tion of ‘Xg and Xz implies that they have linear relationships.

In the present case we find five observations on Cover Sheet 6 that have about the
same values, These have been circled lightly, and are, respectively, 113, 111,
115, 113, and 108, A smooth curve ("A") is plotted through these five points as
a first trial. This curve puts the lowest observations on one side and the high~
est ones on the other,

Ye need not be disturbed because all the observations are not proportionally
distant from the curve, because that often happens when dealing with curved.
relatlonships, :

Plate 4 shows Curve A transferred to Chart @, and Chart 7 shows the residuals'
plotted vs Xo.



Multiple Curvilinear Currelation Analysis

Problem 3 Plate 5§
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Graphio Multiple Correlation Analysis

Problem 3 Plate 6

Chart.8; Z's from Curve "B" (Chart 7) vs X3 - With Trial Curve 1ot fitted.
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Graphic Multiple Correlation Anelysis

Problem 3 | | Plate 7
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Plate 5 shows the Cover Sheet for Chart 7, with values of X; entered. Here we
are faced with momething of a dilemma. We have no identicil values of Xz, and in
order to draw & "line of fit" through the general aroca ocoupied by all thé dots,
we go through the low and high values rather indiscriminately. Such a cwrve,
however, does raduce the regiduals very materially. This is illustrated by
Curve "B", ' On the other hend, we could drew a curve with the general shape of
Curve "B-X" that puts most of the low values on one side and the high values on
the other side. Such a curve obviously, would inorease the rosiduals, rather
then reduce them.

In dealing with a tangible statistical problem, rather than with e ocurves
that have no meening, we should know enough about the problem itself to be able to
deduce by logic the genoral direction that the respective ourves might be expected
to teke, oven though we don't know what shape the ourve might have. . In the
prosent case we have no such logie to help us, so we shall experiment with both
ourves and sce what heppens. '

On Plate &, Chart 8 shows the residuals from Chart 7 vs Xz, using Curve B. Chart
8«X shows the results from using Curve B-X. It is readily apparent that Chart 8
gives a fairly close ourve of relationship, while the scatter on Chart 8-X does
note Accordingly we discard Curve B-X from further consideration.

So far, the only information we have about the 3 ourves of X;, Xp and X3 is that
they have been camputed mathematically. Mathematical curves are naturally rather.
"smooth", or symmetrical, without sherp kinks and irregularities --- unless they
are plotted from very complex equations. For that reason we make no attempt to
follow every slight irregularity in the arrangement of the dots, but try to shape
our ocurves symmetrically and without sharp breaks.

UPolishing" the Curves.

Having now plotted 3 "triel! curves "A", "B" and "C", for X;, X, and X3, the next
step is to experiment further to adjust their shepes and positions in Buch a way
that the finel residuals from the Xz curve will be minimizede We might call this
a "polishing" processs This was not necessary in Problems 1 and 2, dbut does
become necessary with most problems.

The first step in "polishing" the ocurves is to assume that Curve “C" is correct,
and find out where the other two curves would have to be in order to eliminate the
residuals left on Chart 8, Aoccordingly we measurec the residuals from Curve C
(Chart 8), and plot them from Curve "A" on Chart 6, This is shown on Cover Sheet
6«4, Plate 7, the “X" merks being the points where the respective residuals land
when measured from Curve "Al,

Then we plot a new curve through the "X" marks, This is the second trial ocurve
®5i-1", This new ourve is transfeorred to Chart 6, on Chart "6-A", and residuals
are plotted against X, on Chart "7-aA", Plate 8,

Since part of the residuals from Curve C have now been corrected by Curve A-1l, weo
have no further use for Curve B (Plate 5)« To find where the ourve should be
plotted on Chart 7-A we go first to Chart 8 (Plate 6) and mecasure the distanoes
from the Base Line ("0") to Curve C --- note that wo are not measuring the
residuals from the ourve to the dots this time, but from The curve to the base line.



Multiple Curvilinear Corrolation Analysis

Problem 3 Plate 8
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Multiple Curvilinear Correlation Analysis

Problem 3 Plate 9

Chart 7-A, with Curve "B-1" entered
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Multiple Curvilinear Correlation Analysis

Problem 3 Plete 10
Chart 6~Bs Third Trial Curve "A-2%
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Multiple Curvilinear Correlation Analysis
Problem 3 Plate 11

Comparisons of free-hand’ curves "A-2", "B-2" and "C-2" with the
correct computed curves which determined the detag X3, Xp, and X;.
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These measurements are then transferred to Cover Shee$ 7-A, measuring them from
the respective dots on Chart 7-A. They are marked "X" on Cover Gheet 7-A to
distinguish them fram the dots. These "X" marks show where the curve for
should be, in order for the residuals to fall on Curve C when carried forward to
Chart 8 (Still assuming that Curve C is correct).

We now plot a new ocurve "B-1" to fit the "X" marks on Cover Sheet 7-A. This is
transferred to Chart 7-A on Plate 9, Residuals from Curve B-l1l are plotted againat
X3 on Chart 8-A.

The dots on Chart 8-A follow a somewhat different pattern than on Chart 8, and
indieate that Curve C should be altered a littles Accordingly, Curve "C-1" is
plotted on this chart,

Using this new ourve "C-1" the polishing process is repeated as before, and slight
modifications are made in Curves "A-1", WB-1" and "C~-1". Without showing the
cover sheets, the resulting curves "A-2%, "B-2" end "C~2" are shown on Plate 10.
With these curves, practically no residuals are left on the final chart for X3’

8o we can go no further with the deata we have.

To measure the acouracy of the analysis, Plate 11 shows these finel curves in
comparison with the original mathematical curves from which the data for Y, X;,
XQ, and X, were reade It will be seen that the ourves all have nearly the
correct .shape, but VA-2" is a little too high, while "C~2" is too low by about
the seme emount. These compensating errors are due to the peculiarities of
the sample, and would be disclosed when & larger number of observations were
read from the original curves. Although we assumed no sampling error to begin
with, we find thaot there actually is some -+~ which is not surprising, under the
ciroumstancese. : ’

"SUMMARY

The various steps in this process of meking a graphic analysis of curvilinear
miltiple correlation with three independent variables, X;, X, and X3, ares

1. Plot the dependent variable on the vertical axis, vs X;, on the
horizontal exis (Chart 1)

2. On a cover sheet write-in the sum of + Xz, (or - XB) for each
observation, over the respective dots on thd first charts

3+ Plot a trial curve (Curve A) through the data on this cover sheet
and trensfer this ourve to Chart 1.

L+ Plot the residuals from the trial ourve vs X, (Chert 2).

S5« On a cover sheet insert the X3 values over the respective dots
on Chart 2. :

6+ Plot a trial curve (Curve B) through the data on this cover sheet,
end transfer this to Chart 2.

7. Plot the residuals from Chart 2 vs X3 (Chart 3).

8. Drew a curve-of-fit through the data on Chart 3.
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To improve, or "polish" the trial curves;

9

10.

11.

12,

13,

e

On a cover sheet over Chart 1, measure the residuals on Chart 3
fran the ocurve on Cheart 1.

Plét a new curve (if necessary) through the spots indicated by the
roesiduals on this cover sheet. Transfer this new ocurve to Chart 1,

Plot the residuals from the new ourve vs Xy (Chart 2-i).

On a ocover sheet over Chart 2-A measure from each dot the distance
on Chart 3 from the ourve to the base line.

Plot a new curve thrcugh the date on this cover sheet, and transfer
the curve to Chart 2-A,

Plot the residu&la fram Chart 2-A vs X3 and drew a new curve to fit.

Repeat the polishing process (steps 9 to 1) until no further reduction can be
made in the residuals on the I3 chart,

It might be observed that one. readily convenient way to measure progress in
reduoing the residuals is to measure each one (using the original Y scale) and
campute the sum of the squares of the residuals. The objective is to reduce
this sum of squares to a minimum,

In reading the value of "Y" from any given velues of xl,'xa, and XB, the seme -
procedure is used as is described in connection with Problem 2,

. - “ : . - —_ - -
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