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There Is nothing newin the idea of Ilsing graphic methodsfor analyzing variol1s
.f01'll8of mathematical relationships. Stwlents of analytic geometryhave been
doing that for centnries. A methodof graphic analysis of DI11tiplecorrelations
was described manyyears ago.by Dr. Louis :Bean,&Adhas been called the 1t:Bea.n
method,lt !1'lr1smethodhaa been art.t1oUed, by 80me mathematical statisticians. but
has proved its u'se:tulness 1n JIJ8Jq places a8 a convenient working tool in stwVing
lII11tiple correlationa. It is this methodthat is nowto be explained.

This methodof graphic analysis can be I1sedwith eithe.r linear or curvilinear
relationships. Weshall start Ol1tw1th a veJ:Ysimple exampleof linear relation-
ship, with data conltructed in Bacha wq as to be readily proved ~thematically.

It should be kept in mindthat this method18 ~ ••lgne_dt.Oanalyle relationships
which are additive, such a8 voQ14 be IJ1ova.by a.n e~uat1on of the t~el

S : ax .•. by .• , jI ~ em

WhereS is the dependentvariable COft'elatedw.1tha serJes ofi~ependent variables:
x. 7. m. eto. !rhecoefficients, a. ~. o. etc~', Jld,ghtbe either positive or.
negat.ive in ~lue, bllt the vall1es of the varlO\1sindependents JI1I1stbe combined
by addition or subtraction. ~the~ than b7 mqltiplication or division, if the
IIBeanmethod- i8 118edfor the anal;ysis. Anot.hergraphio method1s available for
~yzing relationships that are multipliaative.

To begin '·rl.th, suppose ¥e constrllct a very simple Bet of data from the equation:

8=.ax+-by

Supposewe let a and b each equal wl."
Take the following, whichwe knoware tr.aeI -.

Observation I S s X ~ Y

a 9 2 7
b 10 4 6
c 10 9 1
d 15 9 6
e 10 2 8
f 17 9 8
g 11 6 5

In each case it 1s apparent that uSn is the arithmetic sumof "x" and "y.o Our
problem is to compl1te"S" graphically whenx :' 7 and.y _ 4.

The data are to be plotted on ordinary "Cartesian" graph paper. The first step
is to plot the dependent, "S", on the Ity", or vertical axis, agalnst one of the
independents on the "~, or horizontal axis. In the present case it makesno
difference whether we l1seIX" or lIy" on the first chart.

Ohart 1, showsthe resalt of plotting "Sn VB "x" in this manner. Each observation
is labelled so that its identity 1s retained.
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Problem 1. in Graphio Correlation Analysis
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, ChaM; 1 (Completed)

Data for Problem 1
Observa.tion, S ,. X· , Y ••a 9 2 .7

b 10 4 6
0 10 9 1d 15 9 6
e 10 2 8
f 17 9 8
g 11 6 5
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The next step is to write in the value of Iy" on the dot where each observation
is located on Chart 1. A convenient '!trayto do this is to '-'Tritethe "y" values
on transparent paper, placed over the Chart. See uCover sheet 1."
The next s~ep is to locate'a regression line which will take into consideration
both the pattern determined by "X" and the values recorded for "1'." The most
important consideration in locating this line is to give it the correct angle,
or "slope." It is not essential that it go through the data as a "line of fit~,
although when we come to curvilinear rek~tionships we will find it helpful to
do this, so far as possible. ~e might soy that the objective is to locate a line
that will divide the observations on the chart in such a ~ that the hiihest
values of "yn will be on one side, the lowest values on the other side, and the
intermediate values (so far as possible) are proportionatel~ distant from the
line. All these Itdistancesn are to be measured in a vertical direction.
The first step in locating the slope of this line is to draw preliminary lines
connecting identical values of !ly." In the present case we have two "y" obse1"'1&-
tions of "8." ~"e connect these lTith a straiGht line. l'1ehave two more of "61

which we also connect with a line. It is apparent that these two lines have
the same slope. It also is apparent that a line could be drawn through the chart,
\"Iith this slope, that ,.,ouldput the highest values of "ylffarthest away on one
side, the lowest values farthest away on the other side, and the other values at
proportional distances from the line. A line on the slope thru the 116" observa-
tions meets this requirement.
Accordingly we draw the line on the indicated slope. This line is first drawn
on the thin cover sheet, and then transferred to the original Chart 1. Chart 1
then looks like "Chart 1, (completed).' (Exoept for the explanatory braokets.)
On Ohart 1 we no,,,btJ.vea regression line that explains that part of "S" which
is due to "x." The unexplained part of "SO (which we know to be due to "y") is
represented by distances, or residuals, marked "Z", from the dots to the line.
As said before, all residuals are measure~ in a vertical direction.
In drawing Chart 2, to measure the influence of lIyll, the first step is to draw
a horizontal base line, ~ith this base as "0" the vertical scalo on the chart
is measured "+ II above tho line, and "_" below the line, using the same units
of measurement as ,.,ereused for "S" on Chart 1. The values of "y'l are measured
on the horizontal axis, and these are plotted against the respective residuals
fro~ the regression line on Chart 1, as shown on Chart 2.
In the present case it is appn.rent that the dots fallon a straight line. This
line is drawn, and no further residuals remain to be e~l~ined.
Our original problem was to deterr.lineIIS" '!Ihen"x"= 7 and "y": 4, neither of
which vo.lues OCClD3 in our original data.. On Chart 2, \'Te find that the regression
line crosses the "yll value of 4 at a level of 11-211, on the scale of Z's. On
Cho.rt1, the line crosses the IIX"value of 7 at a rea.ding of "13." l-ieo.suring
two units down from tlialine on Chart 1we read lIon the "S" scale. This is
the answer. Plain aritp~etic tells US it is corr3ct, because we lcnow that 7
plus 4 does equal 11.
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~estions, for Oharti~

At this point it maybe well to mention an idea that has proved helpful in
transferring residuals from one chart to another. This can be done \-l1thdividers,
bllt a quicker and easier way is to llse a small strip of paper, or a thin card.

On the edge' of this strip of paper a distinctive mark of somakind is ma.de.-to be
placed at the regression line where the dot is to be measnrod. The measnrement
from the line to the dot is then marked on the edge of the strip. The strip is
movedalong the line and all residuals are measllred in sllccession, before any
are entered on the next chart. This can be done qllite rapidly. and the tlethod
prevents accidentally plottiIlb a residual on the wroIlb side of the base line,
when it is plotted on the next chart. The measnrements on the strip are also
in convenient form to 118ein case the sum of the squares of the J:eslduals is to
be compllted. The following sketch illustrates the proced.Q.re;

S~ip of paper

Markfor baseline

Another simple. but importEl.nt.mtter is that of labelling the dots on the charts.
Since the curves are to be determined by observation. it is important to avoid
optical illusions. ~T.henfiGuresor letters are placed alongside dots, the eye
naturally locates the position of the obsenation near the middle of the space
occllpied by both the dot and the label. The following four dots are in a straight
line, but they appear to be on a curve, becallse of' the ,.,ay they are labelled:

l/ lot.

On the other hand, the following dots are actually on a curve. but appear to be
on a straight line:

This conflls1on can be avoided by placing the label for each dot in such a wa:y
that the dot is near the center of the area. like this:

llhen two or three observations are identical. or nearly so. the labels need to be
arrav~ed with this idea in mind, so far as possible. That can be done like this:

I I.
/ ,}... or \ '),,.( ..... or

This pilins up of observations is one reason why the present graphic nethod is
not suitable for analyzinG very large samples~
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Problem 2 (Plate 2)

In our next problem we shall go one step further, and analyze a ver,r simple linear
correlation with three independent variables. Again we shall use constructed
data, so that we can readily check the results. The data follow the equation:
S:ax+b1'+cm, where a, b, & c. each equal 1. The elata are as follows:

Observation: -L ....L ..L- .l!L

10 11 2 ., 2
11 16 4 6 6
12 11 9 1 1
13 16· 9 6 1
14 18 2 8 8
15 18 9 8 1
16 14 6 5 3

To find: ...L ., 3 5

Westart out as we did with Problem 1, plotting liS" vs "x,, (See Chart 3, Plate 20)
It is apparent from the scatter of the dots that' no suitable "line of fitlt could
be plotted through the data on this chart. 1!o1ithoutconsidering other factors. 11e
need to prepare a cover sheet .for Chart 3, as in, Problem 1, but we have two more
variables to be considered, instead of only one. Wehave no way to be sure whether
the sign between them is plus or minus. but we assume it IIIlst be one or the other
if we are to use this method of analysis,' Accordingly we pr~re two cover sheets
for Chart 3. On one we plot the sums of 1'+m, and on the other the differences
(1' ••• m).

Cover Sheet "3ft shows the sums, and the "3-a" shows the differences between "yft
and "m." It is apparent that no suitable line can be constructed on Cover Sheet
lf3-a." On this sheet joining the identical observations - the fives and the
zeros --- gives two lines going in opposite directions. On Sheet 3, however. we
find that a suitable line is easy to draw. This line. joining Observations 10 and
15, is drawn on Chart 3. (see "Chart 3, completed.lf)

The residuals from the line on Chart 3 are plotted against nyll on Chart 4. Another
cover sheet (not shown) is made for Chart 4, with limitentered on it, and Chart 5
is drawn in the Bameu:anner as Chart 2 in Problem 1. It is obvious that no
residuals remain.

To calculate S when X::7; 1'::;3; and m;5. we follow the same procedure as we
.iid in Problem 1. On Chart 5. the value of "m" at 5 reads "2.11 On Chart 4,
lIyftat 3 reads 11_3.11On Ohart 3, "xft at 7 reads IIl6~" Oombining them:
16+ 2 - 3= M. This is the answer. which is easy to confirm by arithmetic:
7-+- 3+ 5:: 15.
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Graphio Correlation Analysis
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S Chart 3 Cover Sheet 3. y .•.m entered
18 /e.if lab
16

/01 /'13

14 ItJ&

12
/QO /~~10 _

I I I
1 2 3 4 x 6 6 1 8 9 5 6 8 9

Chart 3 oompleted Cover Sheet }-a, y - m entered
S

18 Je4 ()

16
~ lei J-:J

5

Chart 5. Za from Chart 4 vs m

14

4

o

_6

I I

Y 5 6

.•. 4

o

Data for Problem 2
Observation. S I x • Y • m

10 11 2 7 211 16 4 6 6
12 11 9 1 1
13 16 9 6 1
14 18 2 8 8
15 18 9 8 1
16 14 6 5 3
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Multiple Curvilinear Relationships

So far we have dealt only with very simple linear relationships. There were
two reasons for doing this. First to demonstrate the procedure in a simple way,
and second to prove the validity of the method of using data easy to check.
Ordinarily there might be no particular advantage in using the graphic approach
with data having linear correlation. whioh can be analyzed readily and accurately
by standard DV:tthematicalmethods. The graphic approach is helpful. however, even
in some cases where the relationships do prove to be linear especially when
the number of observations is small.

As the number of observations increases, the graphic procedure gets more and
more CUmbersome. until it finally becomes impracticable. On the other han~
wi th relatively small samples -- less than about 40 or·50 _ the graphio approach
has a degree of flexibility that oan be very he1pfq1. This is espeoial1y true
when dealing with time series -- where occurencesnot explained by the data .at
hand may cause a few observations to be very erratic. Plotting the data graphically
does not explain such cases. but it does show them up clearly, whereas they can
easily be obscured and overlooked if the data are immediately thrown into a
standard mathematical analysis without study of individual observations.
It Is when relationships are curvilinear that graphic analysis becomes most helpful.
However, when one departs from the rigidity of a straight line and assumes that .
a curvilinear relationship exists, the very flexibility of the graphic method may
cause trol1ble. There is no end to the shapes that can be given to curves. and
for that reason the method 1tee1f has been attacked by some very able statisticians.
In the next prOblem, however, it \'1111be demonstrated that the method is adapted
to analyzing curvilinear relationships even when they are determined by math-
ematically oonstrl1cted curves --- and that reasonably simple CllrVes can be
re-constrl1oted free-hand with fair aocuracy, from a relatively small number of
observations.

Problem 3 (Plates 3 to 11)
This problem of curvilinear analysis is purposely restricted to a small number of
observations. to provide a very rigid test. To re-constrl1Ct free-hand three
~thematica11y-computed curves of multiple relationship, from a total of only
~welve Observations. wol1ld seem to be a fairly strict test for any method. This
demonstration is not intended to encourage anybody to construct curves. nor
clraw concll1sions. from an inadequate sample. It is simpl7 intended to demonstrate
~~~ to I1sethis method of analysis. One might well question the wisdom of drawing
~onclusions from a set of curves derived from a sample containing only 12 obser-
vations, using 3 independent variables. In the pres.ant case. however. these 12
might be considered as constitl1ting the universe. without sampling error. or biasof any kind.

The data in the present problem oOl1ldnot possibly be analyzed properly by any
method of linear analYSis. because the ourvilinearity is ver.1 marked.
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The data to be analyzed are as follows:

Observation: - Y ~ ~ Xs

10 123 50 6 ,33
11 30 14 24 5
12 36 33 80 18
13 3 5 66 47
14 65 29 17 8
15 65 11 11 15
16 29 40 55 75
17 13 6 46 6518 64 21 21 25
19 63 61 36 72
20 14 7 60 55
23:, 37 23 51 62

Iii 8.11alyzingcu.rv1l1near relationshipe by the "!ean method'" the general proceda.re
is essentially the same as we have jl1st demonstrated in Problems 1 and 2 with
linear relationships_ Whenwe begi'n plotting curves., however. we have to do
considerable experimenting to determine the proper shape and position of each
cu.rve'" This gets muchha~der as the nwnber of variables increases_ The opera,tion
Calls for dra\iing successive 'trial curves based on a stlldy of the individual
observations. and the position of each observation as it appears on sllccessive
charts.' The general idea is to so shape all the curves that the residuals from
the final curve will be reduced to a mlnimwn•.

OnPlate 3, qhart 6 shows the vallleS' of Ifytt plotted vs Xl- As in Problem 2 a
Cover Sheet (6) was prepared, ,,11ththe swng of X2 and 13 entered over the dots
on Oha:t 5. (!ne Oover Sheet with vallles of X2 - X3 disclosed little relationship.
and is not shown.)

On Cover Sheet 6 the slope of relationship is not so clear as that which snowedup
iri Problem 2, on Cover Sheet 3. In dealing with curved relationships we may
expect them to be rather obscllre on this first trial sheet ~-- becallse simple
add!tion of-Xa and X3 implies that they have linear relationships.

in the present case we find five observatlonson Oover Sheet 6 that have about the
same values. These have been circled 1ithtly, and are, respectively, 113, 111,
115. 113. and 108. A smooth cllrVe (nAI') is plotted through these five points as
a first trial. This curve puts the lowest observations on one side and the high-
est ones on the othe~.

~e need not be disturbed becallse all the observations are not proportionally
distant from the Cllrv8. because that often happens when dealing with curved,
relationships.

Plate 4 shows Curve A transferred to Chart ,. and Chart 7 shows the residuals
plotted VB 12.
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Graphio Multiple qorrelation Analysis
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Graphio MUltip1e Correlation Analysis
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Plate 5 shows the Cover Sheet tor Chart 7, with values of X;s entered. Here we
are faoed with Bomething of a dileI1llla. Wehave no identioU values ot X~, and in
order to draw a "line of tit" through the general area ocoupied by all th~ dots;
we go thr ough the low and high values rather indisoriminately. Suoh a ourve.
however, does reduoe the re~iduals very materially. This is illustrated by
Curve "B"•. On the other hand, we oould draw a ourve with the general shape of
Curve "B-X" that puts most ot the low values on one side and the high values on
tho other sido. Suoh a ourve obviously, would inorease the residuals, rather
than r educe them.

In dealing with a tangible statistioal problem, rather than with 4111••• · ourves
that have no meaning, we should knowenough about the problem itself to be able to
doduoe by logic tho genoral direction that the respective curves might be expected
to take, evon though we don't knowwhat shapo the curve might have. In the
prosent case we have no suoh logio to help us, so we shall experiment with both
ourves and soe what happens.

OnPlate 6, Chart 8 shows the residuals trom. Chart 7 vs X~, using Curve B. Chart
8-X shows the results from using Curve B••X•. It 1:8 readily apparent that Chart 8
gives a fairly olose ourve of relationship, while the soatter on Chart 8-X does
not. A.ocordingly we disoard Curve B-X from.further oonsideration.

So far,. the only infonnationwe have about the 3 ourves of Xl' X2 and X3 is that
they have been oClllputedmathematically. Mathematioal curves are naturally rather
"smooth", or symmetrioal, without sharp kinks and irregularities --- unloss they
are plotted from.very oomplexequations. For that reason we make no attElllpt to
tollow every slight irregularity in the arrangement of the dots, but try to shape
our ourves symmetrioally and without sharp breaks.

l1Polishingl1~ Curves.

Having nowplotted 3 "trial fl curves flA", liB" and "C", for Xl' ~ and X3, the next
step is to experiment further to adjust their shapes and positions in suoh a way
that the final residuals from the X3 ourve will be minimized. Wemight oall this
a "pol.1shinglt prooess. This was nOt neoessary in Problems 1 and 2, but does
beoomeneoessary with most problems.

The first step in "polishing" the ourvos is to assume that Curve ,·C" is correot,
and find out whore tho other two ourves would have to be in order to eliminate the
restduals left on Chart 8. Aooordingly we measur0 the residuals from Curve C
(Chart 8), and plot them from Curve "A" on Chart 6. This is shown on Cover Sheet
6-A. Plata 7, the uX"marks being the points vthere the respective residuals land
whenmeasured trcm Curve "A".

Then we plot a new aurve through the "Xii marks. This is the second trial ourve
"A-ll'. This new ourve is transferred to Chart 6, on Chart "6-A", and residuals
are plotted a.gainst ~ on Chart "7-Att, Pla.te 8.

Sinoe part ot the residuals trom Curvo C have nowbeen oorreoted by Curve A-l, we
havo no further use for Curve B (Plate 5). To tind where the ourve should be
plotted on Chart 7-A we go first to Chart 8 (Plate 6) and measure the distanoes
from the Base Line ("ort) to Curve C --- note that we are not measuring the
residuals from the ourve to the dots this time. but from the OlU"veto the base line.---.--
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Multiple Curvilinear Correlation Analysis

Problem 3
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Multiple Curviline$r Correlation Analysis
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Pro1?lem3

Multiple Curvilinear Correlat1on Analysis

Plate 11
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Pllge 8

These mellsuraments are then transferred to Cover Sheet 7-A, measuring them from
the respeoti ve dots on Chart 7-A. They are marked I'Xtt on Cover 5heet 7-A to
distinguish them from the dots. These "X" marks showwhere the curve for ~
should be, in orqer for the residuals to fllll on Curve C when oarried forwar~ to
Chart 8 (Still assuming t~at Curve C is oorrect).

Wenow plot a new ourve "B_l11 ·to fi t the fiX"marks on Cover Sheet 7-A. This is
transferred to Chart 7-A on Plate 9. Residuals from Curve B-1 are plotted against
X3 on Chart 8-A.

The dots on Chart 8-A follow a sanewha.tdifferent pllttern than on Chart 8, and
indicate that Curve C should be alt ered a little,. Accordingly., Curve "C••l" is
plotted on this ohart.

Using this new ourve "C-l" the polishing prooess is repeated as before., and slight
modifioations are made in Curves ItA••I", DB_I" andItC_I1t• Without showing the
oover sheets, the resulting ourves itA-2ft, "B-2" and "C-2" are shown on Plate 10.
With these ourves, praotioally no residuals are left on the final ohart for X3'
80 we onn go no further with the data we have. -

To measure the aooura.oyof the analysis., Plate 11 shows these final ourves in
oomparison with the original" mathematioal curves from whioh the da.jia for Y, Xl'
~, and X~ were read. It will be seen tha.t the ourves all have nearly the
oorrectsliape, but "A-2" is a. little too high, whilenC-2lt is too low by about
the same mount. These compensating errors are due to the peouliarities of
the sample, and 'WOuldbe di solo sed when a larger number of observations were
read from the original ourves.Although we IlssUIlledno sampling error to begin
wi.th" we find -that there aotually is some --.,. whioh is not surprising, under the
oiroumstances.

SUMMARY

The various steps in this prooess of making a graphio analysis of ourvilinear
miltiple correlation with three indepeIJdent variables, Xl' ~ and X3' ares

1. Plot the dependent variable on the vertical axis, vs Xl" on the
horizontal axis (Chart q.

2. On a oover sheet write-in the sum of 12 + X3, (or ~ - X3) for eaoh
observation, over the respeotive dots on the first ohart.

}. Plot a trial ourve (Curve A) through the data on this oover sheet
and transfer this ourve to Chart 1.

4. Plot the residuals from the trial ourve vs ~ (Chart 2)..

5. On a oover sheet insert the X3 values over the respeotive dots
on Chart 2.

6.• Plot a trial ourve (Curve B) through the data on this cover sheet,
and transfer this to Chart 2.

7. Plot the residuals from Chart 2 vs X3 (Chart 3).

8. Drawa curve-of-fit through the data on Chart 3.
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To improve, or "polish" the trial ourves,

9. On a oover sheet over Chart 1, measure the residuals on Chart 3
fran the ourve on Chart 1.

10. PlOt a new ourve (if neoessary) through the spots illdioated by the
residuals on this oover sheet. Transfer this new curve to Chart 1.

11. Plot the residuals fran the new ourve vs X2 (Chart 2-A).

12. Ona oover sheet over Chart 2-A measure from eaoh dot the distance
on Chart 3 from the ourve ~ the ~ ~.

13. Plot a aew ourve through the data on this oover sheet, and transfer
the curve to Chart 2-A•..

14. Plot the residuals from Chart 2-A VB X3 and draw a new ourve to tit.

Repeat the polishing process (steps 9 to 14) until no further reduction oan be
made in the residual~ on theX3 chart •. .
It. might be observed that one·readily oonvenient way to measure progress in
reduoing the' residuals is to ,meal'1ureeach one (using the original Y scale) and
oanpute the sum ot the squares of the residual s. The objeoti ve is to reduce
this sum.of squares to a minimum.

In reading the value of "Y"from any given values of Xl' ~, and X3, the same
procedure 1s used as is desoribed in connection with Problem 2.


	page1
	titles
	. 
	.'? 
	/ 

	images
	image1
	image2
	image3
	image4

	tables
	table1


	page2
	titles
	\ 
	a 
	t' 
	• 
	~o _ 
	1:1 .--1-.- -'.--1.- __ L.L __ L. __ .. L ... p. __ .. 
	: --h±f-t-H-t"-'--i--"'-" 
	-+tH 1--i--4+ 
	-1- +t -l-ctr 
	I I·.W- 
	-1, :+ 
	. -1._-+_~,.-­ 

	images
	image1
	image2
	image3
	image4
	image5
	image6

	tables
	table1
	table2


	page3
	titles
	. . 


	page4
	titles
	l/ 
	. 
	,.( ..... 

	images
	image1
	image2
	image3
	image4
	image5
	image6
	image7
	image8


	page5
	titles
	(1' ••• m). 

	tables
	table1


	page6
	titles
	.' 
	o 
	o 

	images
	image1
	image2
	image3
	image4
	image5
	image6
	image7
	image8
	image9
	image10

	tables
	table1
	table2


	page7
	page8
	titles
	h.d) 
	o 
	l..r 
	Ie' 
	I rwt,. 
	o 
	o 

	images
	image1
	image2
	image3
	image4
	image5


	page9
	titles
	lei 
	o - 

	images
	image1
	image2


	page10
	tables
	table1


	page11
	titles
	o 

	images
	image1
	image2
	image3


	page12
	titles
	o 
	x~ 
	lei 
	I~I 
	o ~------------------_"":'-"_-----------t 

	images
	image1
	image2
	image3
	image4
	image5
	image6


	page13
	titles
	e ....-.»- 0 
	~- . - 
	4 
	I 

	images
	image1
	image2


	page14
	titles
	---.- - 

	images
	image1


	page15
	titles
	o 
	Ifli 
	o 
	~ .•......••.••... - 
	o 

	images
	image1
	image2


	page16
	titles
	leo 
	o 

	images
	image1
	image2
	image3
	image4
	image5
	image6
	image7
	image8
	image9


	page17
	titles
	eo 
	o 
	.w 50 
	\ •.•.. 
	.------- 
	J.b 
	o 
	~o 

	images
	image1
	image2
	image3
	image4


	page18
	titles
	40- 
	40 
	10 
	, 
	40 
	..•.•.... - .. - .•.•.. - 
	50 
	60 
	40 - 
	o 

	images
	image1
	image2
	image3
	image4
	image5
	image6
	image7
	image8


	page19
	images
	image1


	page20
	titles
	. 
	. . 



